The Context of Survival: Supporting the Man on the Spot
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Abstract. Spatial Context, or the relations of various portions of the 2D or 3D spatial models to their neighbouring components, is shown to be related to the dual graph of the graph of the geometric elements. In two dimensions this is most easily provided by the Voronoi diagram. In three dimensions Poincaré duality is used. Examples are given, in which the context is necessary  for local model construction and escape route planning for emergency workers.

1 Introduction

This paper discusses the idea of “Context” when applied to real-time support of emergency workers, such as firemen and police, and similar workers who need to navigate through a rapidly-changing urban environment - typically burning buildings. (It will also briefly mention other applications with similar requirements.) The primary theme is that the main components of the spatial context are contained in the dual graph of the geometric model (the primal graph). This allows the construction of computer models permitting local query, navigation and updating – “local” in this situation meaning that the algorithms require no arbitrary searching in order to determine the answer.

  Once this is achieved – effectively implementing types of “Euler Operators” for 2D and 3D models – a variety of human-intelligible questions about the neighbourhood may be resolved. This leads directly to the resolution of “Spatial Context” questions that are critical for the support of the rescue worker in dangerous situations: “Where am I?”, “What is next door?”, “Can I get there from here?” It turns out that the same basic model applies in 2D maps and 3D complex buildings, and that these may be handled with the standard computer science techniques based on graph theory and relational databases.

  Section 2 briefly introduces Context in its aspatial, 2D and 3D aspects. Sections 3, 4 and 5 discuss this in a little more detail, with the emphasis on the importance of the dual graph to give a fully functional description of spatial context capable of being used for internal navigation. Section 6 expands on possible applications, and Section 7 concludes with some general remarks on Context and safety.

2 Some Types of Context
“Context” is a difficult concept: meaning anything from everything to nothing in common speech. Nevertheless, however slippery, it is vital for any emergency support system: what use is the geometry of a building without meaning, without neighbourhood? We will use the term in three - well, contexts!

  The first is in the aspatial sense: the meaning, or metadata, or attributes of geographic objects. While obvious, it is frequently not available in many 3D systems originally designed for engineering: individual attributes are not usually required for each part of the machine being designed. However, it is critical for much geographic modelling: just as geographic data loses its meaning without the appropriate spatial location, so geometric object descriptions are rarely helpful without the addition of appropriate attributes - a wireframe remains just a wireframe.

  The second is within 2D usage. Early computer maps were just digitized lines, with no relationships to adjacent lines. Partial context was provided by detecting intersections and thus the relationships with adjacent segments. This however was only partial: only 1D objects were defined, while isolated points, segments or area objects were not defined, given attributes, or linked. Thus context, in the sense of intelligent navigation among map objects, was incomplete. Recent work with the Voronoi diagram [1] has shown that a meaningful model of context can be obtained from the dual graph of the map, providing a space-filling spatial model. With this a variety of useful questions can be managed relatively easily, and the maps can be updated locally, providing the possibility of real-time simulation of spatial change.

  The third is within 3D models: by this we do not mean building exteriors, which are 2D surface models, but space-filling 3D structures which include volumetric objects, such as rooms - along with associated attributes [2]. We show that the dual is again the context - the link that makes sense of the disparate components. With this - a surprisingly simple structure at heart - we can make real-time 3D changes, supporting the navigation and decision making of, for example, a rescue worker attempting to penetrate a burning building - and needing to know, in real time, the exit strategies available to him as the building crumbles.

  We firstly briefly look at how aspatial or attribute data is associated with particular geographic elements, requiring that these elements be present in the set of spatial elements involved.

  We then look at 2D structures, and show how a complete spatial context requires more than the traditional “topological” connections between linear elements: the presence of the space-filling dual structure completes the requirements for full navigation - the ability to perform local updating without additional searching is a prerequisite for many spatial queries, from neighbour identification to route planning. The familiar Quad-Edge structure [3] is shown to have interesting properties: not only does it combine the primal and dual graphs, but it may be considered to be the combination of two pairs of half-edges: one half edge has a permanent equivalent in the dual, and combining them gives both orientations of the generated line.

  We show that the same model carries over into 3D, where each element has both a primal and a dual meaning. For example, a dual edge connecting two volume entities (and hence possible flow or navigation between them) may also represent the primal face it penetrates (and hence, possibly, the colour of one side of the wall being represented). (In 2D there is only one interpretation - attribute set - for each half-edge, whereas in 3D there are two possible sets.) Thus the same structures, and navigation properties, hold in both cases.

  We examine the properties and GIS applications of the 2D model, and show its utility in emergency planning - whether for static land-based maps or kinetic marine systems. It can be demonstrated that most GIS data types can be managed, in a consistent manner, with this structure.

  In 3D we show that fully dynamic “Euler” operators allow straightforward construction of complex building models [4]. The combination of local updating and both primal and dual graphs gives, as in 2D, direct information of the neighbourhood (context) of any element and therefore the toolkit necessary for escape route determination, even in a dynamically changing environment. We illustrate this with several examples.
3 Aspatial Context

This requires little explanation, as it is standard use in, for example, database systems - see [5] for example. However, it needs a little thought when applied to (2D) GIS. Aspatial context (frequently called “Attributes”) may be applied to zero-dimensional points or nodes, one-dimensional line segments, edges or arcs, and two-dimensional polygons or regions: saying, for example that this point represents a lamp-post, this arc represents a road or this polygon represents a house. The key point here is that there must be an object on which to attach the attribute. 2D CAD systems may not provide this, and 2D GIS requires separate tables for each of the three data types.

  Terrain models (”2.5D”) still only have 2D structures: vertices, edges and faces (often triangles), although if standard anticlockwise ordering of vertices and edges around the faces is adhered to, then there is an implicit volume entity (”air”) above - when seeing the anticlockwise ordering - and a second volume entity (”earth”) below. The same is true for so-called “2.75D” models, where bridges and holes are permitted, and more than one “z” value may exist for any “x, y” pair. Here again we are in the domain of the “Polyhedral Earth” model [6] with only “inside” and “outside” volumetric entities.

  In true 3D, where multiple volume entities exist, we require four different dimensional data types as “hooks” for our attributes. As we will see later, these can be modelled as graphs: vertices and edges in each of the primal and dual spaces, based on the Poincaré dual. 

  Given the appropriate data elements, attributes may be associated with any geographic object - for example to give the colour of (one side of) a wall, the zoning type for an urban polygon, the class of a road or the ID of a power pole. As will be seen later, the same is true of the dual elements which describe the spatial context of these elements.

4 2D Context

Most GIS systems use separate thematic “layers” (pages) to store different types of data. Layers can be composed of object or field type data. Each layer contains specific features or characteristics of the area, so there is a separate layer for the road network, the distribution of buildings or the terrain relief. The layers can be stacked on top of each other and various operations can be performed on them. Some of the simplest are queries using a single layer, including finding what is present at a specified location, what is the elevation at a specified point or what is the area of a selected parcel. Using more than one layer the operations can be performed on different objects and characteristics, so we can ask what is the nearest mailbox to a selected house, find houses located within a specified postcode area, or find the areas where tobacco is cultivated or if the land value is higher than a specified value. 

  However, although it is possible to compare and perform operations on different layers, there is no consistent method applicable to all data types. GIS has traditionally separated field and object layers and used different data structures to manage them [7]. In most GIS there are four major categories of features and related data structures: 

1. Discrete objects. These can be points, lines or polygons. Points are used to represent locations of features or objects having relatively small size. Examples include lamp post locations or mailboxes. Lines consist of series of connected points and can be used to represent linear features, e.g. roads or geological faults. Polygons store relatively large single objects, usually with clearly defined boundaries, such as buildings or lakes. Some objects may be mobile, changing their position in the map, e.g. people or cars. 

2. Networks. These are a special case of connected lines with defined topologies. Networks consist of segments, with nodes where segments join. They are used for example to model flow in rivers or roads. 

3. Polygonal maps. These are space exhausting, so the whole area is covered by non-overlapping polygons. Examples include postcode boundaries or land ownership information. 

4. Surfaces. They are space-filling, and store information about the relief of the terrain or other “field” information.

  We provide examples of these four categories of spatial data types represented by Voronoi diagrams - a well-known dual representation of a primal (or geometric) graph [8] - the Delaunay triangulation (DT). Discrete objects may be points – which are converted to fields by calculating the Voronoi diagram (VD). They may also be polygonal objects, such as houses – which may be converted to fields by calculating the line-segment Voronoi diagram (LSVD) of the boundary segments [9]. Networks, the second category, can be converted to fields by the LSVD constructed for their segments. These preserve connectivity of the links, so flow can easily be simulated, and adds the possibility of additional analyses, such as the proximity to the nearest network segment. The third category is polygonal maps, which are fields covering the whole map area. Representing them with the LSVD adds topology (connectivity) to the map automatically as edges are added. The fourth category, surfaces, can be constructed from point, contour or raster data, giving a field model based on the related Delaunay triangulation (REF). Mobile objects can be handled in any of these four modes by using the kinetic Voronoi diagram: applications include collision detection and map updating and downdating [1].

  It should be noted that the VD could be applied to other types of point data: for example forestry. In this case the cell area may be an approximation of the tree crown size, and the tree density (trees per unit area) may be determined as the reciprocal of the cell size (area per unit tree), eliminating the traditional “counting circle” approach, emphasizing the generality of the proximal model.
  Discrete polygons can be converted to fields by constructing the LSVD for the boundary nodes and lines, so each polygon can be represented using line segments or constrained edges. In Fig. 1 the polygon map of buildings is converted to an LSVD [9], and buildings are represented using polygons formed by closed loops of line segment objects. Each complete polygon has a general Voronoi cell associated with it, and neighbourhood relationships are established.

  Mobile objects can also be managed by incorporating them into the Voronoi diagram and using the moving point approach [10] to change their locations. Fig. 1 shows four point objects, which could be cars or people: objects c and d are adjacent and share a common Voronoi edge. [image: image1.wmf]
Fig. 1. Polygonal objects Represented by the LSVD, plus points.
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Fig. 2. The LSVD of a road network.

  Networks using various structures associated with the VD can be modelled in several ways. Fig. 2 shows a drawing of an imaginary road network. Such an image is usually converted to a digital network by digitizing it. However, this often leads to errors at junctions, where several segments of the network meet, and the challenge is to assure that they are joined. The kinetic algorithm of [10] eliminates problems at the junctions, as all objects have buffer zones associated with them and are merged when their buffer zones overlap. The result is a space-filling tessellation with all cells connected, including those for adjacent road segments. Fig. 2 shows the LSVD created from the data. Each part of the network is represented by a line segment object and they are correctly joined at the junctions. The topology is defined and various analyses, such as shortest path queries, can be performed. Additionally, various proximity relationships are readily available within the 2D space, and not just in the network, so for example it is simple to calculate the distance from point x in Fig. 2 to the nearest road segment.
  Polygonal maps can be converted to fields by making an LSVD from the edges defining the polygon boundaries. The results are very similar to the network shown in Fig. 2.
  Surfaces form the fourth category of spatial models discussed. There are three main types of surface data: elevation data points, grids and contours. These can readily be converted to fields by generating the VD/DT. Contours can be converted to the TIN model by extracting their samples and triangulating them. More generally, interpolation assumes that a value may be estimated at any location, whether from the VD/DT or by more complex methods that attempt to preserve slope continuity. While “counting circles” and the “gravity model” are sometimes still used, the VD approach is based on a consistent spatial model and produces good results. The VD based Sibson method is also called “area-stealing” or “natural neighbour” interpolation [11], [12], [13]. It is based on the idea of measuring the areas that a dummy point inserted at the interpolated location would “steal” from its neighbours, and then using them as the weights for the weighted-average. These neighbours (called natural neighbours) are well defined, since the insertion of a point in the VD/DT produces a unique result, and the Sibson method is particularly appropriate for poor data distributions.

  Fig. 3 summarizes the main types of data that may be transformed into proximal field models (Voronoi diagrams or Delaunay triangulations). The result is a set of layers or overlays: different data sets covering the same area and using the same spatial structure. Spatial analysis, which in GIS frequently consists of overlaying data sets to identify potential conflicts, may then be performed in a consistent and straightforward fashion. Merging two layers is performed by drawing the secondary layer onto the primary layer, snapping lines or points together whenever collisions, or close collisions, occur. For the classical polygon-polygon overlay care must be taken to preserve the attributes associated with each half-edge (e.g. polygon ID on each side): the resulting overlaid map must have polygons with one attribute set from each original layer. Other combinations of overlays are equally straightforward: locating points within polygons, road segments within counties, houses within city wards, mailboxes adjacent to roads, roads on terrain models, trees on landscapes, cars on two-lane highways, surface-water runoff, and many more. These are all simple applications of the local “Context” of each superimposed object in the underlying base map.
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Fig. 3. Transforming various data types into proximal maps.
